GENERALIZED KRAMERS’ PROBLEM FOR LÉVY PARTICLE
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We consider a generalization of the classical stochastic problem, namely, how to evaluate the mean escape time and escape probability law of a macroscopic particle, being under the influence of the surrounding medium, from a potential well (Kramers problem). The calculations are executed using the method of numerical integration of an overdamped Langevin equation, in which the random force obeys Lévy stable probability law. The detailed description of the method is given, paying much attention to the correct Langevin equation time-quantization and to creating noise generator for the simulations. The mean escape times and escape probability density functions for the case of a truncated harmonic potential and for the whole admitted region of Lévy indices \( \alpha \) are evaluated.
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1. INTRODUCTION

Brownian motion of a macroscopic particle has become a classical problem of physics. It has found numerous applications in physics, astronomy, chemistry, biology etc., see [1-3], therefore being a worth object for theoretical challenges. One of the problems raised by Brownian motion is the Kramers problem that is evaluation of the mean escape time of a particle from the potential well due to thermal impact of the surrounding medium [2]. There are several approaches for obtaining the mean escape time. For an overdamped case the first one is solving the Langevin equation with Gaussian white noise in the right-hand side:

\[
\frac{dx}{dt} = -\frac{1}{\gamma} \frac{dU(x)}{dx} + \xi(t),
\]

where \( x(t) \) is the particle’s coordinate, \( m \) its mass, \( \gamma \) a viscosity constant, \( U(x) \) is the potential, \( \xi(t) \) is the Gaussian white noise,

\[
\langle \xi(t)\xi(\tau) \rangle = D\delta(t-\tau).
\]

(2)

\( D \) is the noise intensity, \( D = 2k_B T / \gamma m \), \( k_B \) is Boltzmann constant, \( T \) is the surrounding medium temperature.

Another approach, which allows not only a numerical solution, as the one above, is based on integrating the Fokker-Planck equation.

Most well-known solving procedures are based on the idea the potential barrier is high enough in comparison to the thermal fluctuations. They give the result in dimensionless variables (see, e.g., [2]):

\[
T_{\text{esc}} = \frac{2\pi \exp\left(E(x_{\text{max}}) - E(x_{\text{min}})\right)}{\sqrt{U''(x_{\text{min}})U''(x_{\text{max}})}} D,
\]

(3)

where \( x_{\text{max}} \) and \( x_{\text{min}} \) are the points where the potential has its maximum and minimum, respectively.

An approach that does not assume the barrier to be high was proposed by A.N. Malakhov [4]. It is based on the solution of the Fokker-Planck equation using Laplace transformation and defining the timescales for the PDF. It gives

\[
T_{\text{esc}} = \int_{x_0}^{x_1} e^{U(v)/\gamma D} dv \int_{l_1}^{l_2} e^{-U(u)/\gamma D} du
\]

\[
+ \frac{1}{D} \int_{x_0}^{x_1} e^{U(v)/\gamma D} dv \int_{l_1}^{l_2} e^{-U(u)/\gamma D} du.
\]

(4)

Here \([l_1,l_2]\) is the escape interval, that is the particle needs \( T_{\text{esc}} \) time to escape from it.

However, a number of experimental observations discovered a violation of this law. It is was revealed, that is due to the non-Gaussian nature of the external random force \( \xi(t) \). The probability distribution function (PDF) of that noise belongs to the class of so-called \( \alpha \)-stable, or Lévy, distributions. The peculiarity of these PDFs are the power-law asymptotics \( f(x) \propto 1/|x|^{\alpha} \), where \( \alpha \) is the Lévy index. This means, that the Lévy noise has strong “outliers” alongside with small Gaussian-like noise. Even though due to this fact, the mean squared displacement for Lévy motion diverges, such a motion can be found in non-physical space (e.g. energy diffusion), where no finite variance is required.

A generalization of the Kramers problem for the case of external random force with Lévy PDF was primarily studied in [5] for the particle in the quartic double-well potential. Here we suggest the problem of a particle in the truncated harmonic potential.

2. MAIN EQUATION

We start from the Langevin equation

\[
\frac{dx}{dt} = -\frac{1}{\gamma} \frac{dU(x)}{dx} + \xi_{\alpha,\beta}(t),
\]

(5)

where \( \alpha \) in \( \xi_{\alpha,\beta}(t) \) denotes the Lévy index. If we integrate Eq. (5) by time within the limits \([t; t+\delta t]\), we get:
\( x(t + \delta t) - x(t) = -\frac{1}{
abla_{\delta t}} \int_{t}^{t+\delta t} \frac{dU(x)}{dx} \, dt \)  
\tag{6}

\[ + \int_{t}^{t+\delta t} \xi_{n,D}(t') \, dt'. \]

If we assume \( U(x) \) is a slowly changing function in time:
\[ x(t + \delta t) - x(t) = -\frac{1}{
abla_{\delta t}} \frac{dU(x)}{dx} \delta t + \int_{t}^{t+\delta t} \xi_{n,D}(t') \, dt'. \tag{7} \]

The value \( \int_{t}^{t+\delta t} \xi_{n,D}(t') \, dt = L_{n,D} \) is a Lévy process with characteristic function
\[ \tilde{f}_{\alpha,D}(k,\delta t) = \int_{-\infty}^{\infty} \exp(ikL_{\alpha,D}) \, dL_{\alpha,D} = \langle \exp(ikL_{\alpha,D}) \rangle = \exp(-D|k^\alpha| \delta t). \tag{8} \]

Let us introduce a Lévy process with unit noise intensity:
\[ \tilde{f}_{\alpha,1}(k,\delta t) = \langle \exp(ikL_{\alpha,1}) \rangle = \exp(-|k^\alpha| \delta t), \tag{9} \]
and find the relation between \( L_{n,D} \) and \( L_{n,1} \). Since \( D > 0 \) we can write \( D|k^\alpha| = \hat{D}|\alpha| \delta t \). Then, making the change of variable \( D^{-\alpha/k}k \rightarrow k \) in Eq. (8) we get
\[ \langle \exp(ik\hat{D}^{-\alpha/k}L_{\alpha,1}) \rangle = \exp(-|k^\alpha| \delta t). \tag{10} \]

Then, comparing Eqs. (9) and (10) we find
\[ \hat{L}_{n,1} = D^{\alpha/k}L_{n,1}. \tag{11} \]

Now our Langevin equation (7) reads as
\[ x(t + \delta t) - x(t) = -\frac{1}{
abla_{\delta t}} \frac{dU(x)}{dx} \delta t + \hat{D}^{\alpha/k} \int_{t}^{t+\delta t} \xi_{\alpha,1}(t') \, dt'. \tag{12} \]

where \( \xi_{\alpha,1}(t) \) is Lévy noise with a unit intensity.

Now, let us pass to the dimensionless variables. To do this it is necessary to specify the potential \( U(x) \). In the paper we will dwell on the potential
\[ U(x) = \begin{cases} a \frac{x^2}{2}, & |x| < b, \ a, b > 0; \\ 0, & \text{otherwise}. \end{cases} \tag{13} \]

Making the substitutions \( x \rightarrow x\tilde{x}, \ t \rightarrow \tilde{t}, \ D \rightarrow \hat{D}D \) in Eq. (12) we get:
\[ \frac{x^2}{\hat{D}} = \frac{\nabla}{a}; \]
\[ x(t + \delta t) - x(t) = -\frac{dU(x)}{dx} \delta t + \hat{D}^{\alpha/k} \int_{t}^{t+\delta t} \xi_{\alpha,1}(t') \, dt'. \]

Next, let us obtain the time-discrete Langevin equation. That is, the noise should depend on the number of time step. We will write such a discrete noise as \( \xi_{\alpha,1}(1) \). Making variable change in Eq. (9) \( (\delta t)^{\alpha/k}k \rightarrow k \) similarly to the variable change performed above with Eq. (8), and taking into account \( \int_{t}^{t+\delta t} \xi_{\alpha,1}(1) \, dt' = \xi_{\alpha,1}(n) \), we get:
\[ x_{n+1} - x_n = -\frac{dU(x)}{dx} \delta t + (\hat{D} \delta t)^{1/\alpha} \xi_{\alpha,1}(n), \tag{14} \]
or, substituting the potential (13)
\[ x_{n+1} - x_n = -x \delta t + (\hat{D} \delta t)^{1/\alpha} \xi_{\alpha,1}(n). \tag{15} \]

The numerical generator producing the set \( \{\xi_{\alpha,1}(n)\} \) can be taken from [6]. The authors suggest calculating the value
\[ X = \frac{\sin(\alpha \gamma)}{W} \left( \frac{\cos((1-\alpha)\gamma)}{\cos(\gamma)} \right)^{\alpha/\alpha}, \tag{16} \]
where \( \gamma \) is a uniformly distributed on the range \((0, \pi)\) random value; \( W \) is an independent random value possessing exponential PDF with mean equal unity; \( \alpha \) is the Lévy index, \( 0 < \alpha < 2 \).

To prove that such a value \( X \) will possess a Lévy PDF we will firstly consider the case \( 0 < \alpha < 1 \). When \( \gamma > 0 \), Eq. (16) can be written as
\[ X = \left( \frac{a(\gamma)}{W} \right)^{(1-\alpha)/\alpha}, \tag{17} \]
where
\[ a(\gamma) = \left( \frac{\sin(\alpha \gamma)}{\cos(\gamma)} \right)^{\alpha/\alpha} \cos((1-\alpha)\gamma). \tag{18} \]

Then
\[ P(0 \leq X \leq x) = P(0 \leq X \leq x, \gamma > 0) \]
\[ = \int_{0}^{x} \frac{d\gamma}{W} \left( \frac{a(\gamma)}{W} \right)^{(1-\alpha)/\alpha} \leq x, \gamma > 0 \]
\[ = P(W \geq x^{-(1-\alpha)}a(\gamma), \gamma > 0) = \frac{\pi}{\alpha} \int_{0}^{x} \frac{d\gamma}{\gamma} \int_{0}^{\infty} \frac{d\xi \, e^{-\xi}}{x^{-(1-\alpha)}a(\gamma)} \]
\[ = \frac{\pi}{\alpha} \int_{0}^{\infty} \frac{d\gamma}{\gamma} \exp(-x^{-(1-\alpha)}a(\gamma)). \]

The received expression, according to [7] is an integral representation of the Lévy PDF.
with Cauchy PDF. The case \( \gamma < 0 \) just gives the negative values of \( X \).

The noise, produced with such generator, is depicted in Fig. 1. It is seen, that the less the Lévy index is, the larger and thicker the “outliers” become. Fig. 2 represents the comparison of the Lévy PDFs with \( \alpha = 1, 1.3, 1.6, 1.8 \) and 2. As one can notice, Lévy PDFs possess long power-law tails.

The simulation algorithm is as follows: Langevin equation (15) obtained in the previous section represents the Kramers problem. We start from the time-discretized version of the equation for the Gaussian case (see Fig. 4), we discover they are monotonic functions. Moreover, the value \( \mu(\alpha) \) exhibits a step-like behavior, being almost constant at \( \alpha \)'s not very close to 2 and tending to infinity while \( \alpha \to 2 \). The latter is a natural result, since there are no power-law asymptotics for the Gaussian case.

### 3. NUMERICAL SIMULATION

Now let us describe the numerical simulation of Kramers problem. We start from the time-discretized Langevin equation (15) obtained in the previous section. The simulation algorithm is as follows:

1. We place a "particle" into the potential's minimum \( x = 0 \).
2. Fixing alpha we make the iterations of Eq. (15) for \( D \)'s ranging from \( 10^{-3} \) to \( 10^5 \), with the time-step \( \delta t = 10^{-2} \);
3. The iterations for current \( D \) stop when the particle reaches a border of the potential (\( x = \pm 1 \)) and the needed time is denoted;
4. For each \( D \) we do the calculations 10000 times, and then average.

The results of these iterations are shown in Fig. 3 in \( \lg \lg \) scale. As one can see the curves for \( \alpha = 2 \) have power-law asymptotics at small \( D \)'s. At large \( D \)'s the curves in Fig. 3 tend to \( \lg T_{\text{esc}} = -2 \), in fact evaluating \( T_{\text{esc}} = \delta t \), since the particle here needs only one step to exit the well. The numerical simulation data for \( \alpha = 2 \) is fitted using formula (4) (a solid bold line in the Fig. 3). To examine the asymptotic power-law dependence we introduce the following formula:

\[
T_{\text{esc}} = \frac{C(\alpha)}{D^{\mu(\alpha)}}.
\]  

**Fig. 3.** Simulation results for the truncated harmonic potential (\( \lg \lg \) scale). In contrast with the Gaussian case (\( \alpha = 2 \)) the curves with \( \alpha \neq 2 \) possess power-law asymptotics

The values \( C(\alpha) \) and \( \mu(\alpha) \) can be easily found numerically from the data plotted in Fig. 3. Indeed, fitting the dependencies for small \( D \)'s in \( \lg \lg \) scale with a straight line by using the least-squared method, we obtain them instantly from the equation for this line:

\[
\lg T_{\text{esc}} = -\mu(\alpha) \cdot \lg D + \lg C(\alpha).
\]

Then, building the curves for the exponent \( \mu(\alpha) \) and prefactor \( C(\alpha) \) as functions of Lévy index (see Fig. 4), we discover they are monotonic functions. Moreover, the value \( \mu(\alpha) \) exhibits a step-like behavior, being almost constant at \( \alpha \)'s not very close to 2 and tending to infinity while \( \alpha \to 2 \). The latter is a natural result, since there are no power-law asymptotics for the Gaussian case.
noise, the PDFs for the Lévy case, like these for the Gaussian case, show an exponential behavior

\[ p(t) = \frac{1}{T_{\text{esc}}} \exp\left(-\frac{t}{T_{\text{esc}}}ight), \tag{20} \]

where \( p(t) \) is the escape probability density function.

\[ \ln p(t) \]

\[ t \]

\[ \alpha=0.1 \]

\[ \alpha=0.5 \]

\[ \alpha=1.0 \]

\[ \alpha=1.5 \]

\[ \text{Comparison of the escape times obtained using the escape PDFs and via the direct simulation} \]

\[ \begin{array}{|c|c|c|c|}
\hline
\alpha & T_{\text{esc}} & T_1 & T_2 \\
\hline
0.1 & 108.2 & 107.1 & 107.9 \\
0.5 & 127.4 & 125.4 & 126.8 \\
1.0 & 159.1 & 155.7 & 156.7 \\
1.5 & 250.2 & 244.6 & 245.9 \\
\hline
\end{array} \]

A table showing the comparison of the escape times obtained using Eqs. (21), (22) and the direct simulation is available below. As one can see, the difference between the corresponding values does not exceed 2.5%.

4. CONCLUSION

The results of this paper show that in contrast with the classical Kramers’ problem for Gaussian noise, the mean escape time has power-law asymptotics at small values of \( D \), remaining a monotonic function of the Lévy index. However, the escape PDFs for different \( \alpha \)'s still are exponential.
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